**Abstract**

The three most important viruses transmitted by *Aedes* mosquitoes include Chikungunya (CHIKV), Dengue (DENV), and Zika virus (ZIKV). The spatio-temporal patterns of these *Aedes*-borne viruses (ABVs) throughout history have been dynamic, likely due to a combination of factors related to changes in the human host, viral genetics, mosquito vector, and the environment. Nearly 105 million dengue infections are reported globally per year. The recent spread of CHIKV and ZIKV into the Americas has increased the complexity of transmission and diagnosis due to these ABVs co-circulating in the same vector and human populations. In this study we present an integrated analysis of the reported Aedes-borne disease cases between 2012 and 2019, the local climate, and the socio-demographic profiles of 2,511 municipalities in Mexico. We used SaTScan (v. 9.6.1) to detect spatial clusters separately for CHIK, DEN, and ZIK. For each cluster, we utilized the Pearson correlation coefficient, Randomized Dependence Coefficient(RDC) and SHAP (SHapley Additive exPlanations) for analyzing the influence of the socio-demographic and climatic factors on the incidence of each disease. We also compared six popular models including XGBoost, decision tree, SVM with RBF kernel, KNN (K nearest neighbors), random forest and neural network for predicting the spatial clusters. Our results reveal that socio-demographic and climatic factors have significant and differential influence on ABV transmission in different regions of Mexico.

**Method**

**Spatial analysis**

**I will prefer some advance method**

<https://healthitanalytics.com/news/dod-using-artificial-intelligence-to-detect-coronavirus-hotspots>

COVID-19 Outbreak Prediction with Machine Learning (check from Google)

<https://www.researchgate.net/publication/261204615_Machine-Learning-Based_Hotspot_Detection_Using_Topological_Classification_and_Critical_Feature_Extraction>

<https://arxiv.org/pdf/2007.05879.pdf>

<https://www.nature.com/articles/s41598-017-03405-5>

<https://www.researchgate.net/publication/313353680_Spoton_A_Machine-Learning_Approach_for_Hot-Spot_Determination>

A GIS-Based Artificial Neural Network Model for Spatial Distribution of Tuberculosis across the Continental United States (check from Google)

**Will not use Sat Scan**

SaTScan (v. 9.6.1) was used to detect spatial clusters (adjusted for more likely clusters) separately for CHIK, DEN, and ZIK (settings: spatial analysis; discrete Poisson probability model; latitude/longitude coordinates; no geographical overlap; scanning for clusters with high rates). Spatial clusters were determined by calculating the maximum likelihood ratio. Standardized prevalence ratios were estimated by dividing the number of observed cases by the number of expected cases in each cluster. Simulated p values were obtained using Monte Carlo methods with 9,999 replications.30 Based on clustering information, we ran a different algorithm to show the influence of SES attributes and climate attributes for all clusters and non-clusters.

For analysis we use the Pearson correlation coefficient31, Randomized Dependence Coefficient32 (RDC) and SHAP33 (SHapley Additive exPlanations). We used these approaches to assess the influence of the socio-economic and climate factors for the incidence of each arbovirus. RDCis a measure of nonlinear dependence between random variables of arbitrary dimension based on the Hirschfeld-Gebelein-Renyi Maximum Correlation Coefficient. SHAPis a game theoretic approach to explain the output of any machine learning model. Details on each of these measures are found in the supplementary text. We use arbovirus disease cases as our target variable in our dataset, and socio-economic variables and climate variables as our features to build the model. We compute SHAP values based on XGBoost model. Based on the XGBoost model, we use SHAP to show the importance values for each feature with respect to our model. RDC is another approach in which can reflect the relationship between features and the target variable. For every feature in our dataset, we compute the importance coefficient between this feature and the target variable based on this RDC approach. We compute the correlation coefficient between every feature and the target variable for Pearson coefficients based on covariance of our dataset.

We used SHAP values, RDC and Pearson coefficients to indicate the socio-economic and climate attributes impact. In order to comprehensively summarize the result, we developed two evaluation metrics: majority vote and average. The majority vote metric gives the weighted impact for socio-economic and climate attributes based on majority of SHAP, RDC and Pearson results. In the case of the majority voting metric for a specific cluster, if SHAP values and RDC value indicate socio-economic attributes have more impact than climate attributes, we then took the average of the results of the SHAP values and the RDC values as the majority vote result for this cluster. For the average metric, we take average result of SHAP, RDC and Pearson as the average result.

We also compare six popular predictions, such as XGBoost, decision tree, SVM with RBF kernel, KNN (K nearest neighbors) with 5 neighbors, random forest with 6 estimators and neural network with 100 hidden layers. XGBoost is an implementation of gradient boosted decision trees designed for speed and performance.

We use 10-fold cross validation for this given data, the details of which is left to the supplementary text.

**Ethical approval**

This study has been approved by the ethical committee of UNIVERSIDAD AUTÓNOMA DE NUEVO LEÓN, Mexico.

**Results**

### ***General disease pattern between 2012 - 2019***

Dengue was the most prevalent of the three diseases throughout Mexico. Nearly 60.6% (1,498/2,469) municipalities reported DENV, 29.3% (723/2,469) municipalities reported CHIKV, and 31.2% (771/2469) municipalities reported ZIKV. Of the municipalities, 2.1% (52/2469) reported all three ABVs. However, 39.6% (978/2469) of the municipalities in Mexico never reported any case of disease from these viruses during the period of 2012 - 2019. In total, 2,6211 CHIK, 224,701 DEN, and 12,813 laboratory confirmed ZIK cases were reported throughout the eight year study period. In Mexico, 67 municipalities constantly reported more than 1% DENV prevalence, with the Tomatlán (Jalisco) municipality in the state of Jalisco having reported the highest prevalence (2.48%). A sharp increase in CHIKV, DENV, and ZIKV cases were reported in Veracruz.  There was no fluctuation in the climatic parameters over the years.

***Spatiotemporal clusters***

Identified spatial clusters of CHIK, DEN, and ZIK are shown in Figure 1. Twenty-one statistically significant (p = 0.0001) clusters were observed in Mexico. We analyzed for all clusters and non-clusters, as socio-economic (SES) features and climate features may have different levels of impact for all clusters and non-clusters. Table S1 indicates the majority vote and average results for CHIK, DEN, and ZIK viruses based on different clusters. There were three spatiotemporal clusters of CHIKV (Table S1). SES features have more impact than climatic features on model output in cluster 1, and 3 (Figure S1-S3). There were twelve spatiotemporal clusters of DENV (Table S1). Climatic features have more impact than SES features on model output in cluster 1, 3, 4, 5, 6, 7, and 12 (Figure S4-S15). There were six spatiotemporal clusters of ZIKV (Table S1). Climatic features have more impact in cluster 1, 2, and 3, whereas SES features have more impact than climatic features on model output in clusters 4, 5, and 6 (Figure S16-S21).

Table 1 displays the performance of various ML classification algorithms across all clusters after taking the average. Table 3 shows performance of various ML classification algorithms across non clusters after taking average. The results show that XGBoost is performing the best in terms of precision-measure for, CHIK, DEN, and ZIK (Table 1, 3). The F1 scores of XGBoost for CHIK, DEN, and ZIK are larger than other baseline approaches, which means XGBoost has better performance than other approaches (Table 1). The values of accuracy are larger than weighted accuracy and precision values (Table 1, 3). For instance, in Table 1 the accuracy of XGBoost under DEN is 0.87 which is higher than corresponding weighted accuracy 0.78 and precision 0.85. This may happen due to class imbalance issue. More specifically, with respect to normal cases (normal class), we have fewer infected cases.

Table 2 demonstrates the standard error of classification performance of various ML algorithms on CHIK, DENV, and ZIK virus prediction for all clusters. Table 4 indicates the standard error of classification performance of various ML algorithms on CHIK, DEN, and ZIK predictions for non-clusters. We presented the standard error of all clusters and non-clusters predictive results in terms of accuracy, weighted accuracy, precision, recall and F1 measure (Table 2, 4). XGBoost is performing the best for CHIKV, DENV, and ZIKV. The standard error of XGBoost is more stable than other baseline approaches. For example, in Table 2, the standard error of XGBoost under DEN for accuracy, weighted accuracy precision, recall and F1 score are respectively 0.07, 0.08, 0.13, 0.07 and 0.09, which are lower than most of the standard errors of the other baseline approaches.

For CHIKV, DENV, and ZIKV, the influence of socio-economics attributes is larger than the influence of climate attributes for some cases. For example, from Figure 2A, 2B, 3A, 4A we find socio-economics attributes have more impact than climate attributes. The weighted socio-economic attributes SHAP value is 0.61, and the weighted climate attributes SHAP value is 0.39 (Figure 3A).

From Figure 2A, 2B, 3A, 3B, 4A, 4B, we find the attributes altitude and minimum rainfall volume have marginal influence on the model output. For the rainfall volume, the average rainfall volume and the maximum rainfall volume are more important than the minimum rainfall volume with respect of the model output.

**Model validation**:

The model was evaluated based on classification accuracy, weighted accuracy, precision, recall and F1 score. We provide an extended discussion on each of these in the supplementary text. Based on the results presented in Table 1, 2, 3, 4, the accuracy of different approaches is higher than the corresponding weighted accuracy, precision, recall and F1 score. For example, in Table 1, with respect to the method decision tree under DENV scenario, the accuracy is 0.84, the corresponding weighted accuracy, precision, recall, and F1 score are 0.76, 0.73, 0.76 and 0.74 separately.

**Figure legends**

Figure 1. Spatial clusters of CHKV, DENV, and ZIKV in Mexico

Figure 2A. Average impact on model output magnitude for CHKV all clusters, 2B. Average impact on model output magnitude for CHKK non clusters

Figure 3A. Average impact on model output magnitude for Dengue all clusters, 3B. Average impact on model output magnitude for Dengue non clusters

Figure 4A. Average impact on model output magnitude for Zika all clusters, 4B. Average impact on model output magnitude for Zika non clusters

**Supplement figures**

Figure S1: CHIKV cluster 1

Figure S2: CHIKV cluster 2

Figure S3: CHIKV cluster 3

Figure S4: DENV cluster 1

Figure S5: DENV cluster 2

Figure S6: DENV cluster 3

Figure S7: DENV cluster 4

Figure S8: DENV cluster 5

Figure S9: DENV cluster 6

Figure S10: DENV cluster 7

Figure S11: DENV cluster 8

Figure S12: DENV cluster 9

Figure S13: DENV cluster 10

Figure S14: DENV cluster 11

Figure S15: DENV cluster 12

Figure S16: ZIKV cluster 1

Figure S17: ZIKV cluster 2

Figure S18: ZIKV cluster 3

Figure S19: ZIKV cluster 4

Figure S20: ZIKV cluster 5

Figure S21: ZIKV cluster 6

**Table**

Table 1: Classification Performance of Various ML algorithms on Dengue, Zika and CHKV Virus prediction for all clusters

Table 2: Standard error of classification performance of various ML algorithms on Dengue, Zika and CHKK virus prediction for all clusters

Table 3: Classification Performance of Various ML algorithms on Dengue, Zika and CHKV Virus prediction for non-clusters

Table 4: Standard error of classification performance of various ML algorithms on Dengue, Zika and CHKV virus prediction for non-clusters

**Supplement Tables**

**Tables Supplement**

Table S1: Socio-economic and climate features impacts on DENV, ZIKV and CHIKV virus prediction at different clusters

Table S2: Prediction results of different machine learning approaches for cluster 1 in Dengue clusters

Table S3: Prediction results of different machine learning approaches for cluster 2 in Dengue clusters

Table S4: Prediction results of different machine learning approaches for cluster 3 in Dengue clusters

Table S5: Prediction results of different machine learning approaches for cluster 4 in Dengue clusters

Table S6: Prediction results of different machine learning approaches for cluster 5 in Dengue clusters

Table S7: Prediction results of different machine learning approaches for cluster 6 in Dengue clusters

Table S8: Prediction results of different machine learning approaches for cluster 7 in Dengue clusters

Table S9: Prediction results of different machine learning approaches for cluster 8 in Dengue clusters

Table S10: Prediction results of different machine learning approaches for cluster 9 in Dengue clusters

Table S11: Prediction results of different machine learning approaches for cluster 10 in Dengue clusters

Table S12: Prediction results of different machine learning approaches for cluster 11 in Dengue clusters

Table S13: Prediction results of different machine learning approaches for cluster 12 in Dengue clusters

Table S14: weights of socio-economic features and climate features by using SHAP, RDC and Pearson approaches.

Table S15: Prediction results of different machine learning approaches for cluster 1 in Zika clusters

Table S16: Prediction results of different machine learning approaches for cluster 2 in Zika clusters

Table S17: Prediction results of different machine learning approaches for cluster 3 in Zika clusters

Table S18: Prediction results of different machine learning approaches for cluster 4 in Zika clusters

Table S19: Prediction results of different machine learning approaches for cluster 5 in Zika clusters

Table S20: Prediction results of different machine learning approaches for cluster 6 in Zika clusters

Table S21: weights of socio-economic features and climate features by using SHAP, RDC and Pearson approaches.

Table S22: Prediction results of different machine learning approaches for cluster 1 in CHIKV clusters

Table S23: Prediction results of different machine learning approaches for cluster 2 in CHIKV clusters

Table S24: Prediction results of different machine learning approaches for cluster 3 in CHIKV clusters

Table S25: weights of socio-economic features and climate features by using SHAP, RDC and Pearson approaches.
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